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ABSTRACT

The paper 1 by Dantzig and Wolfe suggested the
need for developing new techniques for solving linear
programming problems with a special matrix structure.
A number of techniques have appeared since then. In
this report, an algorithm for solving a structured
linear programming problem with a very large number
ot blocks is given. The main feature of the method
as described in 3 1is to carry out the computation
with the help of a smaller basis whose order is e-
qual to the number of linking equations coupling

together the vdrious blocks.



An Extension of Generalized Upper Bounded Techniques

for Linear Programming

1. Introduction+

The decomposition principle of Dantzig and Wolfe [1l] for solving a sys-
tem with a block diagonal structure is well known. An efficient computational
procedure has been given by Dantzig and Van Slyke [2] [3] for solving a very
large block diagonal structure where each of the blocks contains just nne e-
quation., Allowing for the possibility of several equations in each block, it
would be interesting to investigate the corresponding technique for a large
number of blocks. The purpose of this paper is to describe *“his technique.
The main feature of this method as described in [2] [3] 1is to carry out the
computation with th~ help of a smaller basis whose crder is equal to the num-
ber of linking equations, coupling together the various blocks.

We shall concern ourselves with the problem of solving the following

structured system

0
AOXO + A1X1+ ¢ e e e e e e 0 e e .+ALXL = b

B.X,, !

+
The author is thankful to Professor R. M. Van Slyke and Mr. Paul Rech for

their comments,

—t.



where the first component of the vector XO , unrestricted in sign, is to be
maximized.

The system in the expanded form is given in Figure I.

A problem which may have this structure is a multiple plant model where
each plant is represented by a different block, the blocks being coupled together
by raw material allocation and product distribution [4].

We start with some definitions and theorems in the next section, and in
the following the algorithm will be described. We conclude with a numerical

example illustrating the application of the algorithm,

. T :_.
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2. Definitions and Notations

We shall refer to the system of equations in (1) which couple together
the different blocks as the '"linking set', The k-th set of columas or vari-
ables Sk is a set of columns or variables that a linking set has in common

with the k~th block. The set of columns S0 does not have any block down
below and therefore has all the zero entries in (M+l)St through ML rows.
We assume that the whole system (1) and the different blocks are all

of full rank. The basis for the system (1) is of the form

where underscoring is used in designating the components for the full system
so as to distinguish them from the first M components whicn are represented
without underscoring. For convenience of notation, we aasume that the number

of equations in block k 1is m (k™ L1, .u,al) =

Theorem 1: Every bastie of (1) must have at least ”b colums from .he set Jp'

Proof. Let

J b
B, = (A l, Az,...,ﬁ ML)

be the basis for the full system, Now consider any other bi- vector

(O’ \),...,O,bM +1’bM +2’oo|,bM .0’.oo,o’a-.- ’0) » O i p i L"l
P P p+l

there exist A such that

3




——

>, A" = (0,...,0,b b b 30,...,0)

= — ’ +’ +)""

(o1 i Mp 1 Mp 2 Mp+1
i.e. ,

§ I

i AiAk - bk k = Mp+l, Mp+2,...,Mp+l .

i

0 <p <Ll
J1

whiclh shows that there are m or more A in the (p+l)th block sincv each

p+l

of the blocks is assumed to be ot the full rank., This proves the theorem.

Theorem 2: The rnumber of sets Si(i#O) having basie variables more tnan tne

namber of equations m. 1in the corregponding block cannot exceed M-1.

Prcor. The system (1) is er full rank; itherefore, the basis consists of

m vectors, DBut it has been shown in Theorem 1 that each set S con-

Mo+ . { i

1

i P
W~

tains at least m, vectors, eliminating all the basic vectors except for M of

them. One of these is the variable x to be optimized; then at most, M-1

0

basic variables remain to m. 2 up sets Si (1 ¥ 0) with more than m, basic

variables.
Borrowing the terminology from [2], we call the set SO and all those
sets Si having basic variables more than the number of equations in the cor-

responding block as essential sets. All other sets are called inessentiual sets.

3. Discussion of the Algorithm

Let us suppose that we have at hand an initial tasic feasible solution to

-5-




(1) which can always be obtained by using the Phase I procedure of the simplex
method. This gives a division of the sets Si (1 # 0) into essential and ines-
sential groups as explained above. All the subproblems Bixi = bi that belong

to the inessential sets are solved independently by setting to zero the variables
not associated with the basis., Since the essential set St contains more ba-
sic variahles than the nurber of equations m, in the block associated with that
set, we may regard the independent m columns of the basis of (1) (the existence

being imp.ied by Theorem 1) in such a set St as key coliims and the corres-

k
ponding variables as key varieples. The notation A 1 and X will be used for
1

key column and key variable respectively. For the sake of uniformity, let us
call all the columns of the basis associated with inessential sets as key columns.
having solved the subproblems corresponding to the inessential sets for key
variables a5 stated above, we next solve the subproblems in the essential sets

iuor the key variables by setting the remaining variables in that set to zero.

Let




k k m
1 2 t
A Ay Ay
k
1 P N
2 2 2
k p— -
k k m
1 2 t t)
Ay Ay A U

g(t) - O : ’

‘r"r-l 2 t 0
&
{ _l+1 t_1+1 t—lﬂ Il .
k
A1‘11 ks m,
t_l+2 t_1-1-2 “*-tt_l+2
k
A;I A;z AH“'I:
t t t

be the coefficient matrix of the key variables in the set St . We note that

the matrices U(tz V(t) correspond to the key variables in the ''linking set"
and the t-th block respectively.

For every non-key column _1_\jeSt

35 ¢ad j 3 J
A= (A ,...,AM,o,...,o,AMt_l_H,AMt_fz....,AM 105004,0) 7t = 1,2,..0,L

We now write

. plo=Ad —H(t)Aj(t) ------------- (2)



where

(v) (t) () L (8) t)- 1 b 3T
AJ o (Al/j 2/j ;°°°a ) v +1'AM +2i°“)AHt) . s (3)

M /3 t-l t-1

The superscript within parentheses is used to indicate the number of the block.

Since the (M+l)st through ML components of 2? are zero, we may also write

pd = pd - U A oo (4)

Repeating the above procedure for every non-key columns and transferring

the key columns to the right, we obtain the reduced system

R (5)
where

N r) - =
Q-b-éV‘ (o) . - - ()

lere, Xk(r) , the vector of key variables in r-th block, is determined by
solving the subproblem in that block on setting non-key variables to zero.

We shall now show that the basis B for the reduced system (5) consists
of the column associated with the variable X, and all the non-key columns
left in Be after these are modified as in (2). »

Assume, therefore, that after performing the necessary operations and

L L L
transfer as indicated above, we are left with the columns p l, P 2,...,p Bt

We assevt that these form the basis D for the system (5). If not, there cxist

1 not all zero such that



+ P = (0
k=1
T.€
M I3
k
‘\‘-‘Lkg = 0
k=1

wh oo, or using (2) yields

31 2 "
where not all B, are zero. But this implies that (& ",2 ",...,A ) are

dependent and hence a contradiction.

In order to generate a better solution or test optimality, we com-

oate thz price vector

(1) (1) (1) ) (L) (.

.‘)" L
mu ;s.l ),...’“( ) = (Hl,ﬂz,... ’IM;UM*']_ ’ u}ﬂ-Z"”' M ,-o-’ HL +l'.o.,,\1 l
1 1 ar

fhese ace determined such that

b)
(l) |..\ ,...;p(l‘))éonl (L“:l=éo)
and
n 3y
m;y(l);p(‘);...,p(L))A w2 els oM

Let n’;. be tre first row of the inverse of the basis B for the reduced syscer

D). then



and

* *
llence, §¥ 1is a set of prices for (5). Now to compute W (t), (& = 1y iesld) 5

we observe that for the set St

x(1)  *(2) . *(L)qqe(t) _
ap Vi Yo H 0

*(t) ntv(tVt) -1 _“*"(t) (¢=1,...,L)

where

W(t) _U(t)v(t)-l .

*(1),  *(2)

We now claim that (n g1 “ HII ¥ | (L))

are a set of prices for the whole

(1)

)
system (1). For in the manner we obtained n ] ;'l (L) it is obvious that

tf A 7eS, or A . is a key column, then

3
* k(] * (2 *(L 1
s -

]

) ]
On the other hand, if A 1 is not a key column and A ieSt , then
* k(1) k(2) i *(t) ji
ot Tf'A Ay <~ ®
j iy

where is the part of the column A ' in eiwe t<th block.

i
l\(t)

-10-



From (3), (4), (7) and (8) we obtain

ﬂ*;"*(l);u*(Z);.“;u*(L) 1 /ji _U(t)h(t))

i
j
*
S r K for some Kk
= {
( * *
us u p (]),...;p(L)) is a pricing vector for the system. Now,

pricing out the non-basic columns we enter tne column fc.: wnich

SO Ll D g W) ®
T TR PP CIEIO
3

assumes minimum for t = 0,1,...,L. and this minimum is negati-e. If the
minimum turns cut to be non-negutive, we terminate and are at the optimal solu-
tion. Assume this is not the case and the coiumn QSESQ qualifies for entry
into the basis, the next step is to find out the vector that drops out of the
basis. For this purpose we express the column é? and the vector b in terms
of the current basis.

N S 0 Q
[t P° denotes the representation of P~ 1in terms of the basis L , then

s =S s fLi
P> = BP v pp
« i
n (t,) (t.)
v s i i
=] PL (AT - AL
n
i
. L
wiere P ‘.St and the i-th basic variable P of B 1is in column number o

Mieretore,

e



(e) (t)) ) (1)
A~ 7P wi-g i )g V) +d A

1 1

llence, if
]
[} 8 i
A =)laq A
then
' b
. X
= [P0 (U B W 1f Alea
i k_, k i
n/s n n/n
A ieS 1
2
- h)
-=-7 Ait) it 1f Alaa
i
ny n/ni
A cSt
b
- 7° 1f Alan
t
=0 otherwise
A similar consideration shows that
'
- = i
Q=] QP
i i
_ n (t,) (t,)
‘EQ(Ai" 1"y
i
i
and therefore, using (6)
n (t,) (t))
= i b
b-=Jq t-u Ay JuWx
1 i ] (%)

12~

kn(l)

k_(t)

n , t ¥R
n

t for sore

t



{is 3hows that 1f

]
- ok Iy
b LbiA
Liler
j .
x : = (1) i _ . n(®)
b = X (g ) Quh if A A
n Ny n/n
A r_S2
- j. n
= QL if A L. A t tor some L
= otherwise.
lef
’ *
br bi
= = Sln I is= 2,...b1
9 qi>0 9

3 r . g
ther the siaplex method requires that 4 be dropped from the basis. We now

on fder Lae following cases.

] s
fase Ly Q.X and A  belong to the same set SQ which is inessential,
j
ties A jeplaces A Foas key column and this does not introauce any cbh.n, <
m e scaller vasis B
et us Jenote by Q the new value of 6 , taen
. k_(2)
: - i s
Q = B l b - )‘u( )Xk(i) + A C xka - A X
i ()
k k
e ~1 s , a(9) a(n) Iy
= Q- B (. XS - 0 Xk ) s Nt = A
a(e)

We vow Jetevmine che new set uf prices and the column eligible for entry.
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I ey col I )
Case 2 Assume A eSm and is not a key column and set P "= A -%A Aki/j

r

The updating of B-l in this case is accomplished by pivoting on the element

that lies in the Ps column and in the row of Pt ., We observe that

2 L 0
P=koP  +...4k P T +... 4k PN
1 r A
i.e.,
L k '3 k.. R
I ot L APt
k k k
r r r
jr Qr
where the column A is the column P in the smaller basis.
*— L
dence, B N EB . where

1 —
K1/k
: Kok
: ¢
1/k
. r’
-k
M/kr 1
] -
6 is updated by premultiplication with the matrix L .
jr
Case 3 If A cSh and is a key column, then in the set Sh we make some

3

column of the basis B , say, A" ,» key in place of A ¥ . The existence of
at least one such column is implied by Theorem 1. The columns of B in the set

Sh have the form:

-14-



J
Before A ©

is dropped

pn
g P B
K j ko, K i K K
>v-y< Al-...ox. AT .o s i:v....:,,ﬂ.im,. L...o. A n-...uyacc\n» shsv.....‘.,nii A L
P _n\v SALAAE Je/r 9
£
B q
. Ko
_ _ >QN| F A m(n)
un\n m(h)/q
u.ﬂ r
After A is dropped and A key (), # 0U)
J
r/r
'y %
B P B r
A A ) A, A . . :
1/ j k 3 m(h)/r j K, j p) <
APln  ————mlEla_—xleatl , - e/p) o) o el B
1/p .. A, m(h)/p A, A, A,
un\n un\n uﬂ\w un\n un\n
: 3
m A
A A A A )
X j k 2 (h o i
»a?w\n ra?v q /r ulm 1 un\m r Al Ir/q)|. "m(a)
+o.o+y > Uono.>| yH\Aﬂ' 3 $ la-ly >|-.a|y
e/ Ieir J

m(h)/q ~ » ¢
r/r /, Ir/r



we find that BP,...,BY,...,B 49

l 1] [ ] . [ ] iﬂi (]
] L iJ
) s
B BT e, BT -I-L'{ET-L—
It Je/e
0 0

Therefore, the relation between the old basis B and the

tained in changing the key variable can be expressed as
B = BM

where

-16-
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M

n
o
(e}

S—

It is obvious that




1
‘1
"1
-1 ‘.
M =~ 0 0..... -X ......-Xj '.....-Aj l.....o .....O
3
e r{r r/q
it
‘1
1
e — .
ilence, changing the key column amounts to premultiplying the old B-l by M—l

-~

to obtain th: new B 5

3

Now A ' is a non-key column in the set Sh » and updating of E—l and
Q are accomplished as in Case 2, Therefore, we are ready for the next iterntion.

We next consider the following example illustrating the above procedur.::

-18-




Example:

Max x

0

Subject to:
4x0 + X, + 2x2 - X + X, - le5 + 3x6 - 4x7 + 2x8 + Ox9 + 2x10 = 12
Ox0 + 7xl + X, + 4x3 - 3x4 + 18x5 - 6xO + Xy = Xg + Xg = X T 2
2x0 - X + 2x2 T %4 + X, - 2x5 + Ox6 = 3x7 + 2x8 - Xg - UXLO = 7
3x2 - x3 + X, - Ox5 = 5
-4x2 + X3 + 8::4 + l6x5 = 20
Oxb + 3x7 - Xg + Xg = 0xlO =
3x6 - 4x7 + Xg + Ox9 + Ox10 = 2
6x6 - 10x7 + 3x8 + 2x9 = 2x10 = 7

X, 2 0 (i¢0)

Assume that we have an initial basic feasible solution and the columns Ap,

AZ. A3, Aa, A6, 5_7, AS, 59 are in the basis.

Take A?,.é? key in the set Sl , and ﬁé,_ﬁ7,‘ég key in the set S,.
o (20 A4 (1) 2 (1) 3 .9 (2) ,06 . (2) 7 _ () ,8
BESE CA EATS SRR B I8 iy G T ARSI g WA Mg [ £ S A g D
where

-19-



T -1
(1) (1) (1) Gy =it 1 -9
A, - ["1/4 , A2,'4;| = [—4 1] [8] = [-2J

and
0 3 -7t 1
(2) (2) (2) (2)
1 = [)‘ » A » A = [3 -4 l] [0]
9 1/9 2/9 3/ 6 -10 3 2
4/3
= 3
8 .
Lence
4 -9 -8
b = V] 118 14
2 -9 -
and

o e 0 -1/2
B~ = |-7/409 4/409 14/409
59/409 -9/818 -118/409

The first row of B-l gives

™ = (1/2, 0, -1/2) .

Therefore,

3 -4 2 2/8 -1/3 1/3
W@ o 2,0, -1/ |6 1 -l [1 -2 1—|
0 -3 2 2 -6 34

172, -1/2, V)

=20~




aénce

(J;'f(l);':u)) = (1/2, 0, -1/2, 9, 9, -1/2, -1/2,

vin qra ) - @Su e @)
3

b

: - 5 ' . . ’
Toerefore, colurn A" will ve introduceu into the basis.

“OW
, ()
5 ) > ; l/)
P LR % - ! 4
2 , (1)
-1 AL r
L2/%
N
\ : (1) (&)
wuere tue vector [1/5 5 )2/)
. - 2 3 ‘ : 3 (1)
ear cormoination of tne leys /7, A7 with weigits -

l/S

u)

<nd

as usua! is chosen such that when the 'in-

NS

q/r respec-

tively is added to the column A), the components of A> in the first block

vanish, Therefore,

=
(1) (1) = A | ]
LI/S : "2/5__1 - [—4 -] E @ - E“’ i

SN C)

+

| she Sy AR (HE S T
o p> = | Ao AT = a0 s (<20, 220, ~18)
-— - : )

0w PS = 5 (A) + 1607 + &SAB)

1/2 ) -1/2 [ 26

= [-7/409  4/409 14/409 226 | -
59/409  -9/816  -118/409 | | -18 ]
5 _ W0 . 902 2 3720 3, 834 4 _ 1708 ,u . 1281 7

loeay A" = =4  + 3002 Y5y & taw s timar L *tios &

-4
834/409
~854/818

34168 427

409 = T L)y =

wnich gives representation of 15 in terms of the busis for the full systen.

9

(A



where

[XZ,X3] = ['25) -SO] ’ [x6 ’ X7, XS] = [7/3$ [‘; 11]
are obtained on solving the subproblems separately.

Q = [-31, 368, -33]"

Thus
k
BTN b - [ x4t = (1, 3, 1)
2

T

which gives

7 8 9

Y S 3a ¥ A% ¢ A 3% |

b= A +2A° +4a

nence

b= (1,2, 4 3,1, 1, 3, 1] (11)

From (10) and (l11) we 1ind that 57 drops out of the basis. Since ‘Q7, the se-
cond column of S2 » is the key column, we first make some other non-key column,
(2}

9 , T
say A" , as the key column. The new inverse of the coefficient matrix V

corresponding to the new key variables associated with the second block is

2)-1 2/9 5/9 -1/9
7 L Y E T V% 1/3
1/3 -2/3 1/3
Alco, the new inverse of the basis B~ is
B-l - M-IB—I

R




where

1 0 0 0
M= 0 1 0 (‘ote: —— = -1/3)
0 0 -1/3 2/9
Thus,
1 1/2 0 -1/2
B = -7/409 4/409 14/409

-177/409 27/818  354/409

From (9) and (12) we have

1.5

B™1p? = [-4, 834/409, 1281/409]"

Pivoting on the third component, the new inverse basis

a 1 0 1636/1281
B = |o 1 -834/1281
0 0 409/1281
-45/854 18/427
= 1137427 -5/427
-59/427 9/854

We again compute the new set of prices

(-45/854, 18/427, 517/854, -166/427, -2/427, 2531/2562, 1439/2562, -544/256.)

but we note that in 52 , A6, ABZ A9
2)-1 2/9 5/9

v o= -2 -2/3

1/3 -2/3

3

1/2
-7/409
~177/409

are key and

-1/9
178
1/3

0
4/409
27/818

517/854
-226/427
118/427

(12)

-1/2
14/409
354/409



Updating Q , we find
k
Q=0b - X xsz :

- b w2007 - W 1,207

= (-61/3, 1048/3, -67/3)" .
and
k
-1 0
B~ [b-) x, Al
L
- n X =
=\ -45/854 18/427 517/854 | -61/3, | 2917/1281

113/427 -5/427 -226/427" | 1048/3 |= | 1003/427

-59/427 9/854 118/427 | -67/31 | 409/1281
and hence

2 3 56 1 .8 4 9
E+25A +80ﬁ "95. "35. "35\.
2917 .0 . 1003 .4 2 3. 409 .5 2 3
= “ et A Yoo (A + 9A" + 28A7) + 1781 (A” + 16A" + 48A7)

i.e,,

2917 0 . 1600 .2 1404 3 1003 &4 4.9 5

b= 1812 * 12814 YToe1 & Y27 & t1er A
5 6 1 8 4 .9
R = (13)

Pricing out the non-basic columns, we find that the vector é} qualifies
for entry into the basis.
Now

B = (P°, P, P)

= (A%, A* + 94 4 284°, A° + 16A° + 48AY)

=



and

pl =« 371pl - (-155/427, 304/427, -291/854)T

Therefore,

Al =« —15574278° + 408/427a% + 1528/427a% + 30474274% - 291/8544° - - (14)

Frorm (13) and (l4) we see that the columm ﬁB drops out of the basis.

Since 53651 is key; therefore we first make column éa key replacing 53.

In this case, the inverse associated with the new key var ables in S1 is

\,(1)'l a7 -1/28
1/7 3/28
The rearrangement of key variables in Sl introduces change in the basis for
the reduced system which now becomes
-1 -45/854 18/427 517/854
B(l) 332/427 16/427 -664/427
-59/427 9/854 118/427

obtained on premultiplication of B-.l with the matrix

1 0 0
-l 3 . - -
M 0 28 48 5 (Note: x2/4 28,
0 0 1 >2/5 = -48 )
We find
-1 1

Pl e (-155/427, 1528/427, -291/854)"

-25-



Therefore, pivoting on the second component, the new inverse basis becomes

1 155/1528 0
-1 N -1
Bl 0 427/1528 0 B
0 291/3056 1
\ 5/191 23/382 171/382
= 83/382 19/382 -166/382
~49/764 21/764 49/382
where now
B, -(PO,Pl,PS) ;PO-AO;PlsAl,P5=A5+f7‘-A2-l—;Al’.

{(2)

We again compute the pricing vector and find

(77;’l(l);"‘2)) = (5/191, 23/382, 171/382; -63/191, 7/1528; 449/573, 281/573,
-227/1146)

All the columns price out optimally, and hence we have the optimal solution.

We find
Q(y) = b - 5/78% - 20/78° - 5/98° - 1/%° - /38
e (113/21, 256/21, 71/21)"
where
(x2, xa) = (5/7, 20/7)
and
(x6, Xg s x9) = (5/9, 1/3, 4/3)

<Xk




Thus

-1 T
B(Z) Q(Z) = (2737/1146, 117/382, 971/2292)

Therefore,

b - 5/7a% - 20/7a% - 5/9a° - 1/3a8 - 4/3a°

2737/11468° + 117/382a1 + 97172292 (A% + 4774 - 12/74%)

1 2 4 5

b = 2737/1146A" + 117/382a° + 548/573a% + 407/191a% + 971/22924° +

C
+ 5/956 + 1/3_138 + 4/35) ,
from which the optimal solution reads as follows:

2737/1146, x, = 117/382, x

1 548/573, x

= 407/191,

b
"

B = 4

= 1/3, Xg = 4/3, Xy T Xy = X)) 0= 0 .

»
n

971/2292, X, = 5/9, Xg
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